
Intern, REQ24-947 

Fast training for Hybrid Implicit Neural Networks (INR) 
 

 

About InterDigital 

InterDigital is a global research and development company focused primarily on wireless, video, 

artificial intelligence (“AI”), and related technologies. We design and develop foundational 

technologies that enable connected, immersive experiences in a broad range of communications and 

entertainment products and services. We license our innovations worldwide to companies providing 

such products and services, including makers of wireless communications devices, consumer 

electronics, IoT devices, cars and other motor vehicles, and providers of cloud-based services such as 

video streaming. As a leader in wireless technology, our engineers have designed and developed a 

wide range of innovations that are used in wireless products and networks, from the earliest digital 

cellular systems to 5G and today’s most advanced Wi-Fi technologies. We are also a leader in video 

processing and video encoding/decoding technology, with a significant AI research effort that 

intersects with both wireless and video technologies. Founded in 1972, InterDigital is listed on Nasdaq. 

InterDigital is a registered trademark of InterDigital, Inc.  

For more information, visit: www.interdigital.com. 

Summary 

INR, standing for Implicit Neural Representations, has recently been applied to image and video coding. 

INR are neural networks (e.g. MLPs) that estimate a function representing a given signal continuously. 

The training, based on discretely represented samples of the signal, consists in overfitting the neural 

network.  Hybrid INR networks, extend INR by mapping latent variables (or a feature vector) to data 

coordinates. These latent variables are then further used as input for the neural network. In this internship, 

the objective is to propose a fast-encoding scheme to reduce as much as possible the encoding time 

(i.e. the training).  A particular focus will be to constrain latent variables to be as compact as possible. 
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Duration: 5-6 months, starting January-April 2025 

 

Responsibilities 

• State-of-the-art and analysis of advantages/problems 

• Implementation and documentation of a possible solution 

• Evaluation and reporting of results  
 

Qualifications  

• Education: M2 Research 

• Skills: machine/deep learning/AI, computer vision, python  

• Some experience in pytorch would be appreciated. 

 

Keywords:  

https://www.globenewswire.com/Tracker?data=Tq3mfj-HPfwU4nOcgnxgVv-FPQ-psX2NEv-ezOoSEQ4hVzyM3EbIeQCp8OuzxRYCkJaxB9YFocsmLqDqjmx-sJGodvN_Z9D__G175zLDjyA=


• Implicit neural representation 

• Computer vision 

• Image/video coding 

 

Expected Outcomes: 

• Implementation and results of a fast-encoding scheme 

• If results and time allow paper submission / patent filing. 

 

Location: Rennes, France  

 

Mentors: Anne Lambert, François Schnitzer 
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InterDigital is an equal employment opportunity employer. InterDigital will not engage in or tolerate 

unlawful discrimination with regard to any employment decision, policy or practice based on a 

person’s sex, gender, pregnancy (including childbirth, breastfeeding and related medical conditions), 

age, race, color, religion, creed, national origin, ancestry, citizenship, military status, veteran status, 

mental or physical disability, medical condition, genetic information, sexual orientation, gender 

identity or expression, or any other factor protected by applicable federal, state or local  law. This 

policy applies to all terms and conditions of employment, including, but not limited to, recruiting, 

hiring, compensation, benefits, training, assignments, evaluations, coaching, promotion, discipline, 

discharge and layoff. 

 

 


